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Abstract 
 

This paper proposes UCB fuzzy Q-learning by 
combining fuzzy Q-learning and the UCBQ algorithm and 
applies it to a dot-eat game. The UCBQ algorithm 
improved the action selection method called the UCB 
algorithm by applying it to Q-learning. The UCB 
algorithm selects the action with the highest value, called 
the UCB value, instead of a value estimate. In addition, 
since this algorithm is based on the premise that any 
unselected actions are selected and value estimates are 
obtained, the number of unselected actions is small, and 
it is possible to prevent local solutions. The proposed 
method aims to promote learning efficiently by reducing 
unselected actions and preventing the Q value from 
becoming a local solution in fuzzy Q-learning in a dot-eat 
game. This paper applies the proposed method to a dot-
eat game called Ms. PacMan, and presents an experiment 
on finding optimum values used in the method. Its 
evaluation is performed by comparing the game score 
with the score obtained by the AI of a previous study. The 
result shows that the proposed method significantly 
reduced unselected actions. 
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 procedure UCB fuzzy Q-learning 

1 begin 
2 initialize , UCB, , , 

numEpisode 
3 for cycle := 1 to numEpisode 
4           #  
5 while (not done) do 
6 if  
7   
8 else 
9  

10 end 
11 

12  
13 for cycle := 0 to len(Q) 
14 
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16 end 
17  
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19  
20 end 
21 end 
22 end 
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0  0 0 3360 
1  0 0.2 3480 
2  0.01 0.2 3560 
3  0 0.2 3120 
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